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Abstract

This work proposes an approach to incrementally collect a landmark-based semantic graph 
memory and use the collected memory for image goal navigation. Given a target image to 
search, an embodied robot utilizes the semantic memory to find the target in an unknown 
environment. We present a method for incorporating object graphs into topological graphs, 
called Topological Semantic Graph Memory (TSGM). Although TSGM does not use 
position information, it can estimate 3D spatial topological information about objects.

Why a robot needs a topological semantic memory? 

(a) The contextual representation, defining an object through neighboring objects, helps to 
eliminate the ambiguity of similar but different objects. For example, a cup in the kitchen 
can be perceived as one next to a chair and snack box, while a cup in the bathroom can be 
shown as one that is near to a toothbrush and washstand.

(b) A place can be better described through objects. A kitchen, for instance, can be defined by 
the presence of a refrigerator, oven, and dining table. 
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